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create table student (id int, name text)
distributed by (id);

create table class (id int, name text)
distributed randomly;

select * from student join class using (id);

vmware

____________________

| Gang1

Gather
Receiver

Qb

Coordinator

Motion
Sender

‘ Motion ’ L SegScan ’

Motion
Sender

Motion SegScan
Receiver students

SeqScan
classes

Receiver students
s eSS I
e — =
QE:si
Motion
Sender
SeqScan
classes
Segment 1

Segment 2

12




AT AT AN

> KL/ KA
> QD(query dispatchen it N kK&, QE(query executor)fi 3t #4725 4]
> 2 A R
1) & Jimi&ERicoordinator, coordinator fork HQD
2) QD ZERASCAN AN, . it AR — MBS oA 2R
3) QD Alislicedit, A slicef)—RYEFELEN (Gang)
4) QD #EHEsegmenti i, segment i fifork HQE, QEHATSH AR IT%I
5) QD MQEHEELER, R[4 %) i

JIIH'II

55

vmware

13



AT AT AR 55

i)

» MVCC
0 Xmin, Xmax &7 s A1)
> AT R
Q QDA MAR4QE
O segment A EH S RPN RIS, PRiF—2UH:
> HTAP flith
Q &/ seaika
Q Ry R LRI R HHRIE. vacuum
» SIGMOD 2021: Greenplum: A Hybrid Database for Transactional and Analytical Workloads.

vmware

14




Greenplum[rI1EfE

> Heap: JEEHPG, [#HE 1

. Jun Jul Aug Sep Oct Nov Dec Year -1 Year -2
KN, iEAOLTP

» Append Optimized: % | HEE | EEE & «EN
— Il 1
2 N
WA, 2K, 777, - — g8 488 BEE HER
PIAE. K46, EHEOLAP
> A HDFS, S3, XXff,
. - HEAP (row-oriented) Column-oriented External HDFS, S3 ...
W%, drh, RBHE.. _
Suitable for frequent updates and deletes. Per column compression (zstd, gzip, Less accessed, archived data.
Use indexes for drill through queries. quicklz, RLE with delta) and block size Supported formats include CSV,

can be specified. Binary, Avro, Parquet, etc.

vmware 15




GreenplumA#Zs: Madlib

> R 4 B 2
> A

Supervised Learning

Neural Networks
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Regression Models
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Graph
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User Interface
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Built-in
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Python with
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Python
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842613703 | WASHINGTON -- President Clinton's press secretary got a lesson on how sensitive a subject the Federal Reserve can be. Disclosi
ng that Fed Chairmari Alan [Greenspan met with Mr.} Clinton [Wednesday night, Dee Dee Myers told reporters that the Fed chief said passage of t
he president's deficit-reduction plan would help Keep interest rates low. But that apparently sounded too much like Mr. Greenspan was endor
sing the specifics of the Clinton plan, which he hasn't. Ms. Myers later issued a written clarification saying she hadn't meant to imply th
at Mr. Greenspan was endorsing the president's plan. Rather, he told the president that "any credible deficit-reduction plan would help to

keep longterm interest rates low." A Fed spokesman wouldn't say if Mr. Greenspan had complained. "I can tell you that the clarification is
correct," he said. Separately, Treasury Secretary Lloyd Bentsen ducked a reporter's query about the possibility that the Fed may raise shor

t-term rates. "It's the Federal Reserve's province insofar as short-term interest rates" are concerned, he said.
(1 row)
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Greenplum 785555 PostgreSQL v12 g s

Merge with PostgreSQL v12 #10862

$SIMerged® hlinnaka merged 6,529 commits into greenplum-db:master from hlinnaka:iteration_REL_12 (&2 on Sep 22, 2020
) Conversation (11 -0- Commits (250 [F) Cchecks (0 Files changed (5,000+

Reviewers

. hlinnaka commented on Sep 22, 2020 - edited ~ Contributor | ) ***

No reviews
Will be squashed into one gigantic merge commit before pushing. The purpose of this PR is to:

A) '7‘?
> 6 O O O + ‘/ j< 1. Be a heads up to everyone that this is about to land soon Assignees

2. Get review of the proposed commit message. Did | miss something? No one—assign yourself

> }\ 9 4}[‘ Q& ?IJ'I 2 3. Get one last run through the PR pipeline before pushing.
. -

. Labels
Merge commit message follows:

> 80% Ji T3]

Merge with PostgreSQL version 12 (up to a point between beta2 and beta3).

Projects
> U pse rt, B Rl N 9 J IT, cee This is the point where PostgreSQL REL_12_STABLE was branched off the

None yet
master branch and v13 development started. b

See PostgreSQL release notes for v1@, v11 and v12 for information on Milestone
the uptream changes included in this merge:

No milestone
https://www.postgresql.org/docs/release/10.0/
https://www.postgresql.org/docs/release/11.0/
https://www.postgresql.org/docs/release/12.0/ Development
Successfully merging this pull request may close
The two most notable upstream features that had a big impact on GPDB

these issues.
code are:

None yet
1. Partitioning
2. Table AM API.

Notifications Customize
The old GPDB partitioning support was completely ripped out and
replaced with the upstream code, and new glue code was written to keep &U"SUbSCfibe
the old syntax working on top of the new implementation. Similarly,
the A0 and AOCO table code was refactored to be table access methods,
working under the new Table AM API.

You're receiving notifications because you're
watching this repository.

In addition to those big-ticket items, there are many, many smaller
changes, detailed in the sections below. This isn't a comprehensive

list of all upstream changes, I have only noted items that had a . ’\.@..m 3 g \g\
special impact on GPDB, because they work somehow differently from
upstream, or they affected existing GPDB code or tests somehow. Also, ool & Ry /) (g*(ﬂﬂ@

22 participants

there are many little things marked with GPDB_12_MERGE_FIXME comments
in the code that will need to be addressed after the merge.
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